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PR A C T I C A L AS P E C T S OF MO B I L I T Y I N

WIREL E S S SE LF -OR G A N I Z I N G NETWORKS

Introduction
Mobile ad hoc networks consist of mobile
devices communicating over wireless links with-
out any support from a fixed infrastructure.
Originally envisioned for a vast set of applica-
tions, such as disaster recovery or tactical com-
munication, mobile ad hoc networks also provide
attractive opportunities to connect mobile users
in urban areas at a low cost, based on portable
devices like PDAs, mobile phones, media play-
ers, and so on. We expect that these kinds of ad
hoc networks will enable a multitude of new use-
ful applications in the near future. For example,
users could exchange music files, photos, or pod-
casts directly when they are in proximity without
the necessity to detour through an intermediate
fixed infrastructure.

Although many have acknowledged the
potential benefits of mobile ad hoc networks of

personal devices, there have been surprisingly
few reports on real deployments and analyses so
far [1, 2]. As a consequence, many systems and
protocols for mobile ad hoc networks have been
designed and evaluated based on a set of strong
assumptions. For example, many ad hoc routing
protocols assume bidirectional links. Another
assumption that thoroughly impacts protocol
design is that the network remains connected
over time even while nodes move. However,
both these assumptions have been shown to be
inadequate in real-world environments (e.g., [3]).
Designing systems and applications that eventu-
ally will work in the field first requires a pro-
found understanding of the underlying
characteristics and behavior of real networks.

In this article, we take a step in this direction
and present an analysis of an 802.11b wireless ad
hoc network with real user mobility. The ad hoc
network comprises 20 PDAs that are carried by
volunteers working on the same floor in an office
building for one week. Our analysis explores
common network characteristics and how link
failures are affected by mobility. In addition, we
compare how different prevailing mobility mod-
els affect the network characteristics as an
attempt to characterize the mobility in our real-
life experiment.

IEEE 802.11 MOBILE AD HOC NETWORK
IN AN OFFICE ENVIRONMENT

The traces for our analysis were collected from
an experimental ad hoc network we deployed at
ETH Zurich. The network consists of 20 identi-
cal HP iPAQs connecting via IEEE 802.11b in
ad hoc mode. To determine connectivity in the
network, each device periodically sends an IP
broadcast packet every 0.5 seconds. The devices
in direct transmission range that receive such a
broadcast packet store the arrival time of the
packet, the identity (the IP address) of the
sender, and a sender-specific sequence number
of the packet on an external compact flash card
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A great deal of research has been done during
the past few years in the area of wireless self-
organizing networks. Generally, this research has
been supported by either simulation or theoreti-
cal analysis, both relying on strong assumptions.
However, a key point in coupling research and
real-life applications is to understand how real-
world conditions impact practical networking
aspects. To gain more realistic insights, we
deploy an indoor IEEE 802.11 mobile ad hoc
network comprising 20 PDAs carried by volun-
teers for one week. In a subsequent analysis, we
explore the impact of mobility and interference
on the observed network behavior. A major find-
ing of our analysis is that mobility is the most
dominant cause of link failure for links with a
long lifetime, whereas other causes (unrelated to
mobility) are responsible for the breakage of
links with short lifetimes. This inherent property
could be used by network protocols in self-orga-
nizing networks to optimize link or route repair
decisions depending on the age of a link at the
time it fails.
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for later offline analysis. These broadcast pack-
ets are the only traffic we inject into the net-
work.

Twenty volunteer test users carried the
devices during five consecutive working days
(from 10 a.m. to 5 p.m.). The test users were
researchers, staff members, and students of a
networking research lab, all working on the same
floor having a rectangular shape of a size of 100
meters by 30 meters. The test users were
instructed to carry the PDA with them through-
out the day and to recharge the battery whenev-
er necessary. A majority of the test users were
researchers and spent most of the time at their
desks. The users became mobile mainly due to
lunch and coffee breaks, going to the rest room,
picking up printouts in the hallway, or meeting
each other for discussions. Only a few test users
occasionally left the building or the campus for a
certain period during the experiment. Therefore
the network is relatively dense.

Because our experiments took place in a pro-
ductive environment, other WLAN and Blue-
tooth devices that were not part of our testbed
but were emitting at neighboring frequency
bands could interfere with transmissions from
our network. However, due to the high penetra-
tion of WLAN in buildings today, such external
sources of interference are realistic in office
environments.

NETWORK ANALYSIS

Our analysis is done offline based on the con-
nectivity we observe from the periodic broadcast
packets in the traces. To facilitate the analysis,
we calculate a connectivity graph for each broad-
cast time interval. In a connectivity graph of
time t, there exists a link from node a to node b
if b receives at least 50 percent of all packets
from a within a time window [t – τ, t] where τ is
a short time period (seven seconds in this arti-
cle). Based on these connectivity graphs, we
determine the following metrics:
• Node degree: The node degree of a node is the

number of outgoing links it has in the connec-
tivity graph. This metric indicates whether
users tend to form large groups or stay alone.

• Path length: The path length is the length in
hops of the shortest path between two nodes.

• Link and route lifetime: The lifetimes capture
the level of dynamics in the network. There
are two statistical view points to look at life-
times:
–The total lifetime of a link describes the time
interval between the moment the link
appeared until it breaks.
–The residual lifetime represents the time
interval between a sample moment after the
creation until the link or path breaks.
Generally, it is not relevant whether the total

or the residual lifetime is used, as the distribu-
tion of the total lifetime can be converted into
the distribution of the residual lifetime, and vice
versa. From an application or user perspective, it
is more interesting to look at the residual life-
time because communication starts at arbitrary
moments and not necessarily when a new route
becomes available. For the remainder of the
article, we always refer to the residual lifetime

unless stated otherwise. The route lifetime is
defined by counting the remaining lifetime of
the shortest route between two nodes. Note that
because the nodes are mobile, it is possible that
while assessing the lifetime of a route, a shorter
alternative route becomes available. However,
we always count the remaining lifetime of the
initially computed shortest route.

Our analysis of these metrics is based on
their average over 35 hours (five days of seven
hours).

NODE DEGREE
The probability mass function (PMF) of the
node degree averaged over all devices is plotted
in Fig. 1. The peak of the distribution is at four
neighbors; the mean is at 4.25. Because the dis-
tribution is close to zero for ten neighbors, we
conclude that at no point in time during the
measurement period, the test users were all in
transmission range. At most, there were ten
nodes in direct transmission range.

PATH LENGTH
The PMF of the shortest path length averaged
over all node pairs during the experiment is plot-
ted in Fig. 2. As expected, most nodes are close
to each other and have thus a distance of one
hop (with a probability of approximately 0.43).
Surprisingly, for a network size of 20 nodes that
were relatively close to each other, there were
some long shortest-paths, consisting of five, six,
and even seven hops. Note, however, that these
long paths are routes in the connectivity graphs
that were obtained from the periodic beacon
messages. This does not mean that data packets
were actually sent over those multihop routes.

LINK AND ROUTE LIFETIME
The cumulative distribution function (CDF) of
the route lifetime is plotted individually in Fig. 3
for routes of different lengths. The distribution
shows that many links tend to break after a short
time. Consider, for example, the link lifetime
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Figure 1. Node degree.
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distribution (one hop). After 100 seconds, 20
percent of the links are unavailable; after 500
seconds, 55 percent of the links are not available
anymore. Interestingly, for long time intervals,
we find that a significant number of links are
still available. For example, after 3500 seconds,
the distribution shows that approximately 3 per-
cent of the links are still available.

We can see that for larger routes, the lifetime
significantly decreases. For two-hop routes, the
probability that a route lasts longer than 3500
seconds is almost equal to zero. And for six-hop
routes, the probability is almost zero after 500
seconds.

IMPACT OF MOBILITY ON
LINK AND ROUTE FAILURES

Our next goal is to understand more deeply how
user mobility impacts the link and route life-
times shown in the previous section. The issue is
that these lifetimes are not only affected by the
node mobility, but also by other sources of fail-
ures like packet collisions and interference.
Unfortunately, with standard 802.11b hardware,
it is not possible to directly determine the cause
among these two fundamentally different sorts
of failures without the help of motion detection
or location sensors. For this reason, we have
developed a model that allows us to distinguish
the causes of failures based on the statistical
properties of the collected traces.

The basic idea of the model is to separate the
link failures into two classes, based upon the
cause of the problem:
• Failures that are due to node mobility
• Failures like collisions or interference, which

are independent of node mobility
We assign to each of these causes a separate

failure probability, which allows us to deduce
two CDFs for the lifetime:
• One conditioned that mobility is the only

cause of failures

• The other conditioned that all failures are due
to other reasons
We provide a brief sketch of the model before

we employ it for analyzing the cause of link and
route failures in the collected traces. The details
of the model are given in [4]. Let us consider the
following probabilities of failure within residual
time T (starting from an arbitrary time instance
of observation):
• pn(T) = P[Tlink < T]: The probability that the

residual lifetime of a link between two nodes,
Tlink, is less than T, given the link breaks due
to node movement.

• pl(T) = P[Tlink < T]: The probability that the
residual lifetime of a link between two nodes,
Tlink, is less than T given the link breaks due
to disturbances from other devices (packet
collisions or general interference from other
sources transmitting at the same frequency).
Subsequently, we refer to interference to
describe this type of failure.
We implicitly assume that all nodes in the

network behave identically and independently of
each other. Moreover, we make the assumption
that the two failure events themselves are statis-
tically independent of each other. Finally, we
assume that no other than these two failure
events occurred.

Our goal is to estimate both the pn(T) and
pl(T) of the CDF through the empirical distribu-
tions of the residual lifetime of N-hop routes
(not conditioned on the failure source) for dif-
ferent N . These empirical distributions are
immediately accessible in our traces.

To extrapolate the pn(T) and pl(T) of the
CDF, we exploit a distinct difference in the way
these distributions enter the probability of a
route of N hops being interrupted due to any
reason within less than time T. This difference is
understood by realizing that a route failure
caused by mobility can either be due to move-
ment of the source node, movement of any relay
node, or movement of the destination node.
Route failures caused by interference, in con-
trast, are solely due to issues arising at receiving
nodes, that is, not due to the source node. In
essence, for a route of N hops, the probability
that the route is interrupted due to any reason in
less than time T from the observation time
instance is given by p(N)(T) = 1 – (1 – pn(T))N+1

(1 – pl(T))N. Here, the powers N + 1 and N
account for the fact that there are N + 1 statisti-
cally independent chances of a failure due to
node mobility, but only N chances for a failure
due to interference.

We obtain estimates of pn(T) and pl(T) by
matching the p(N)(T) of the CDFs, for N = 1, …,
6 with the respective empirical CDFs obtained
from the traces. More specifically, for arbitrary
T, we obtain pn(T) and pl(T) through a least-
squares approximation of the empirical CDFs
through p(N)(T).

We finally approximate the estimated pn(T)
and pl(T) of the CDFs by a distribution derived
from a Weibull distribution. The Weibull distri-
bution is commonly used for modeling the abso-
lute (as opposed to residual) lifetime of objects.
Because the distribution of the absolute lifetime
is fully determined by the distribution of the
residual lifetime (and vice versa), we obtain the
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Figure 2. Shortest path length.
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corresponding residual lifetime distribution
through a straightforward change of variables in
the probability distribution function (PDF). Fig-
ure 4 shows the Weibull distributions optimally
approximating pnT(T) and pl(T) in a least-
squares sense upon the change of variables, that
is, our estimated distributions for the absolute
link lifetimes conditioned on failures due to
mobility and interference, respectively.

The key observation in Fig. 4 is the following:
depending on the time horizon, one type of fail-
ure is more likely than the other. Accordingly,
we can infer the reason why a link breaks
depending on how long it has existed. Assume
that we divide the lifetime axis into three regions
(I, II, and III in Fig. 4). When a link breaks after
a short time (region I), it is most likely that the
link broke due to interference. If a link breaks in
region II, we cannot reliably determine the rea-
son of the failure because the probability is
approximately equal for both sorts of failures.
However, if a link breaks in region III (for exam-
ple, after 1500 seconds), it is more likely that the
link has broken due to node mobility. The infor-
mation why a link break occurred could be used
by a routing protocol to decide, for example, if a
link should be removed from the routing table
or not. In particular, if a link breaks due to
interference or packet collisions, it might reap-
pear in the near future and should thus not be
removed from the routing table. Other applica-
tions of this information in the medium access
control (MAC) or transport layers are also imag-
inable.

COMPARISON OF TRACES WITH
SIMULATIONS

To obtain more insight into the characteristics of
the mobility of our subjects, we compare the
empirical node degree and link lifetime distribu-
tions with results from three popular stochastic
mobility models. Although none of these models
is designed to match the mobility of people in an
office environment, the comparison allows us to
see which of the diverse models matches best
our empirical data.

SIMULATION OF MOBILITY MODELS
We employ a simple simulation model that often
is used in existing literature: nodes are connect-
ed to all other nodes that are within transmis-
sion range of their radio device. Time is slotted
into intervals of one second. The remaining sim-
ulation parameters match our experiment, that
is, duration is 35 hours, simulation area is 100 m
× 30 m, node speed is 1 m/s, and the transmis-
sion range is 20 m.

We use three widely used mobility models
that span a wide spectrum of mobility patterns:
• The random waypoint [5]
• The random walk [6]
• The Manhattan mobility model [6]

In all three models, nodes begin their journey
from points uniformly distributed in the area
and then proceed differently as follows:
• In the random waypoint model, nodes move

toward the next so-called waypoint, a point
that is chosen from a uniform distribution

upon arrival at the previous waypoint. This
results in nodes moving in the same direction
for a rather long distance of 36.5 m on aver-
age.

• In the random walk model, nodes move one
movement unit in a direction chosen randomly
between 0° and 360° and then pick another
direction, similar to Brownian motion. In con-
trast to the random waypoint model, the ran-
dom walk model has nodes moving in zigzaggy
lines or roam about a limited area for extend-
ed periods.

• In the Manhattan model, node movement is
constrained to a Cartesian grid. Nodes move
along a grid line until they encounter an inter-
section, where they move ahead with probabil-
ity 0.5 or turn right or left with probability
0.25, respectively. Thus, in contrast to the
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Figure 3. CDFs of link and route residual lifetime.
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Figure 4. Conditional total link lifetime PDF with only interference failures.

Time (s)

x 10–3

6000
0

0.1

PD
F

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

18001200 2400 3000 3600

Interference failures
Mobility failures

IIIIII

LENDERS LAYOUT  12/3/08  1:51 PM  Page 19

   



IEEE Wireless Communications • December 200820

other two models, the Manhattan model
allows only a finite number of locations in any
time slot. The movement of nodes is similar to
random walk, but the probability to keep mov-
ing ahead is larger than turning, and the prob-
ability to reverse is zero.
The latter two models have a parameter that

controls how local the mobility is. We use the
two values 2m and 5m for the movement and
grid unit, respectively, to study the impact of
these parameters. In the random waypoint
model, nodes pause for a certain time before
changing direction. Because the people in our
measurements also pause at their table or at

lunch for considerable periods of time, we adapt
the random walk and the Manhattan model
accordingly and add a pause time as follows:
nodes draw a distance from the distance distri-
bution of the random waypoint model and then
pause after this distance. The pause time is dis-
tributed exponentially, and its mean is set to
match the mean total-link lifetime; on condition
that there are only mobility failures (Fig. 4).

NODE DEGREE DISTRIBUTION
Figure 5 shows the PMF of the node degree for
the different models and our empirical data. The
three mobility models produce very similar dis-
tributions, albeit with different maxima. The ran-
dom walk model with a 2-m movement unit
(denoted by move = 2m) and the Manhattan
model with a 5-m grid unit (grid = 5m) have
more weight of the distribution around the maxi-
mum value.

The degree distribution of our empirical data
exhibits quite a different shape, particularly at
degree values of five and seven. This indicates
that the node distribution in our experiment was
non-uniform, as both Manhattan and random
walk have uniform node distributions, and the
node degree solely depends on the node position
in our simulations.

LINK LIFETIME DISTRIBUTION
To compare the mobility patterns of our empiri-
cal data with the simulated models, we use the
residual-link lifetime distribution; conditioned
there are only mobility failures (P[Tlink < t|pl(T)
= 0]). The results are shown as a logarithmic
plot of the complementary cumulative distribu-
tion function (CCDF) in Fig. 6. As the link life-
time is affected only by the mobility
characteristics of the models, this plot allows us
to draw conclusions about the kind of mobility
the people in our experiments performed.
Although the slope of the three models differs
considerably, all simulated data approximate an
exponential distribution. In the particular sce-
nario we consider, the random-waypoint model
seems to provide the best match for the empiri-
cal data. To improve the fit of a random walk
and the Manhattan model, we would have to
increase the step and grid size, respectively,
resulting in movements with longer straight
lines.

CONCLUSIONS

We have analyzed the characteristics of an
indoor 802.11b ad hoc network with real user
mobility. Our traces include measurements of
more than 35 hours trace time. We first analyzed
the network topology. A deeper analysis of the
link and route lifetimes showed that mobility
and interference, the two dominating failure
causes, have a completely different impact. On
the one hand, when links with short lifetimes
fail, it is usually due to interference or packet
collisions. On the other hand, when links with a
long lifetime fail, it is usually because of node
mobility. For instance, this information could be
used by routing protocols to optimize route
repair decisions. Finally, we compared the
impact of the real user mobility to the random
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Figure 5. Node degree distribution of the mobility models compared to the
empirical result. The model names are abbreviated as follows: RWP: random
waypoint; RW: random walk; MH: Manhattan. The parameters of the RW
and MH models are: Move: movement unit; Grid: grid unit. The mean node
degree of the empirical data and the three models is approximately 4.25.
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Figure 6. Comparison of the conditional empirical link residual lifetime dis-
tribution with simulations of the mobility models.
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waypoint, the random walk, and the Manhattan
mobility model. The comparison of these three
popular mobility models has shown that the ran-
dom waypoint mobility model exhibits a very
similar node degree, as well as link lifetime dis-
tribution as the corresponding empirical distri-
butions obtained from our measurements,
whereas the other two models have considerably
longer link lifetimes with our choice of parame-
ters.
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